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Federated Learning
▪ Iot and edge devices are a rich data source
▪ Data cannot be moved to a central location – huge network costs, 

privacy concerns
▪ Solution? Federated Learning!
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Experiments

Dataset:

• EMNIST I.I.D partition among 30 clients

Model:

• AlexNet

Client selection:

• Default - 100% clients selected every round

• Random subset  - 20% of clients selected 
randomly every round

• Prob High-Loss   - 20% of clients selected 
randomly based on client validation loss 

Loss and Accuracy for AlexNet on EMNIST dataset

AlexNet roundwise training time for client selection policies

Server:
Workstation with AMD Ryzen 9 3900X 
CPU and GeForce RTX 3080 GPU.
Clients:
• Raspberry Pi 4B's with 2GB RAM – 18
• Raspberry Pi 4B's with 8GB RAM – 12
Network:
1 Gigabit Ethernet LAN
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